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Objectives

1.Understand the correct definition
of the p-value and recognize 1ts
limitations.

2 .Understand the correct definition
of confidence 1nterval 1ncluding
the relationship between level of
confidence and width of the
interval



uliz

Med&tatStudio

Methodology of Research in
Emergency and Disaster Medicine:

Quiz 5a
Interpretation

Classify the following as True or False

Part I
To study the difference in time to evacuate from a simulated earthquake site
using helicopter or ground ambulance 10 simulations were performed. The mean
difference in time to evacuation was 12.4 minutes (p-value=0.03)

1. True / False
2. True / False
3. True / False
4. True / False
5. True / False
Part II

There is a 3% chance that the observed difference in
evacuation time was due to chance alone

The study should reject the null hypothesis of no difference
in evacuation times at 0=0.05 but not at ¢=0.01

If the study was repeated 100 times, we would expect to find
the same results approximately 3% of the time

There is a 97% chance that the null hypothesis is false

There is a 3% chance of finding results at least this extreme
if in fact the two evacuation times are equal

A study found the average concentration of carbon monoxide among survivors of a
building fire to be 8.7% (95% confidence interval: 3.5% to 12.9%).

6.

10.

True

True

True

True

True

/ False

/ False

/ False

/ False

/ False

There is a 95% chance that the true mean concentration of
carbon monoxide poisoning is between 3.5% and 12.9%

If we repeated the study 100 times, we would expect the
interval to be different each time. About 95 of 100
intervals constructed would contain the true mean

The researcher should reject the null hypothesis that true
mean concentration is 10% using X=0.05

If we take a survivor at random, we estimate there is a 95%
chance that there concentration of carbon monoxide is between

3.5 and 12.9%

Increasing the sample size will decrease the width of the
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Interpretation of Results
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P-Values
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P-Values

Who has used them before?

Who understands what they mean?



P-Values

What 1s a p-value?

How do we interpret 1t?



P-Values

What 1s a p-value?

p—-value represents the smallest
level of significance at which H,
would be rejected

How do we interpret 1t?



P-Values

What 1s a p-value?

p—-value represents the smallest
level of significance at which H,
would be rejected

How do we interpret 1t?

Reject the null hypothesis 1f the
p-value 1s less than our o



P-values

What are the Advantages of reporting
the p-value instead of just saying
we did or did not reject H,?



P-values

What are the Advantages of reporting
the p-value i1nstead of just saying
we did or did not reject H,?

Clearly gives a rejection or non-rejection
of null hypothesis

Reader can rapidly see 1f results are
significant

Can tell 1f 1t was “close call”

Allows reader to make cholce about the level
of signficance

Conveys i1nformation about the strength of
evidence



P-values

Disadvantages of using the p-value:

* Do not permit any direct statement
about the direction of the effect

* Do not indicate strength of effect

* Very small differences 1n p-values may
lead to binary accept/reject

* (eg. 0.04 vs 0.006)



Myths and Truths

This 1s all you need to know!!

However, there are some myths and
truths floating around!!



Scenario

Carlo and Robert are playing a dice
game. Carlo rolls the number 6
three times 1n a row.

“This die 1s not fair! There 1s no
way you can roll the number 6 three
times 1n a row!,” says Roberto

144

“Prove 1t!,” says Carlo.



Carlo and Robert

1.Parameter of interest

P28 %



Carlo and Robert

1.Parameter of interest

p=probability of getting a 6



Carlo and Robert

1.Parameter of interest

p=probability of getting a 6

2. Hypotheses

272727



Carlo and Robert

1.Parameter of interest

p,=probability of getting a ©

2. Hypothesis
p,=1/6 (die is fair)
p,#1/6 (die is not fair)



Carlo and Robert

3. Test Statistic:

P2



Carlo and Robert

3. Test Statistic:

X=number of 6s rolled 1n three
rolls



Carlo and Robert

4. Rejection Region



Carlo and Robert

4. Rejection Region

* We want oa<0.05
e X=0 Probabi1lity=58%
e X=1 Probabi1lity=35%
e X=2 Probability=7%
e X=3 Probability=0.46% (1/216)

Thus we reject 1f X=3



Carlo and Robert

5. Calculate Test statistic
e X=3



Carlo and Robert

—
9 &% B

binom.test(n=3,x=3,p=1/6);
Exact binomial test

data: 3 and 3
number of successes = 3, number of trials = 3, p-value = 0.00463
alternative hypothesis: true probability of success is not equal to 0.1666667
95 percent confidence interval:
0.2924018 1.0000000
sample estimates:
probability of success
1

Bot L148 (iESS [R]: run E1lDoc)




Carlo and Robert

6. Decide 1f HO 1s rejected:

Reject



Carlo and Robert

7. State Conclusion 1in Context

We reject the null hypothesis the
chance of rolling a six was 1/6.
(p=0.00406) Thus we conclude that

the dice was not fair



Myth or Truth

The p-value 1s the probability that
the null hypothesilis 1s true



Myth or Truth

The p-value 1s the probability that
the null hypothesilis 1s true

FALSE



Myth or Truth

A small p value 1ndicates that the
results are replicable



Myth or Truth

A small p value 1ndicates that the
results are replicable

FALSE



Myth or Truth

The smaller the p-value the more
likely that the treatment effect 1s
large



Myth or Truth

The smaller the p-value the more
likely that the treatment effect 1s
large

FALSE



Myth or Truth

If one rejects the null hypothesis,
the p-value 1s the probability that
one has committee a type I error.



Myth or Truth

If one rejects the null hypothesis,
the p-value 1s the probability that
one has committee a type I error.

FALSE



Truth or Myth

The p-value 1s the probability that
the expected results occurred by
chance.



Truth or Myth

The p-value 1s the probability that
the expected results occurred by
chance.

FALSE



Myth or Truth

The p-value 1s the probability of
falsely rejecting the null
hypothesis



Myth or Truth

The p-value 1s the probability of
falsely rejecting the null
hypothesis

FALSE



Myth or Truth

Increasing the sample size with
decrease the p-value



Myth or Truth

Increasing the sample size with
decrease the p-value

FALSE



Questions?

p—-values
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Confidence Intervals

Who has used them before?

Who understands what they mean?



Confidence Intervals

Mean difference 1n time to triage was
105 seconds. (95% confidence
interval 90 - 113 seconds)



Confidence Intervals

Mean difference 1n time to triage was

105 seconds. (95% confidence
interval 90 - 113 seconds)

What does this mean??



Confidence Intervals

Mean difference 1n time to triage was

105 seconds. (95% confidence
interval 90 - 113 seconds)

What does this mean??

A confidence i1nterval gives the
probabillity that 1f the experiment
1s repeated and a sample 1s drawn
repetitively the 1nterval will
contaln the true value of the mean



Confidence Intervals

* Remember wvalues above or below
interval are not excluded (but are

unlikely)

* Qur best guess for the value 1s the
polnt estimate



Confidence Intervals

Advantages of confidence 1ntervals:



Confidence Intervals

Advantages of confidence 1ntervals:

Gives a range of values that represent a

good estimate of what the parameter might
be.

Gilves 1nformation about strength of the
effect

Gives 1nformation about direction of the
effect

Result 1s given 1n units of data
measurement

Fasier to assess for clinical effect



Myths and Truths

This 1s all you need to know!!

However, there are some myths and
truths floating around!!



Demo

Probability lesson



Myth or Truth

The confidence 1nterval gives the
probability that the true mean 1s
1n the the i1nterval.



Myth or Truth

The confidence 1nterval gives the
probability that the true mean 1s
1n the the i1nterval.

FALSE



Myth or Truth

A 95% confidence interval means that
1f the study were repeated 100
times we would expect the same
result about 95 times.



Myth or Truth

A 95% confidence interval means that
1f the study were repeated 100
times we would expect the same
result about 95 times.

FALSE



Myth or Truth

A 95% confidence interval means that
1f we were to repeat the study 100
times, we would expect the interval
we calculate to surround the mean
about 95 times.



Myth or Truth

A 95% confidence interval means that
1f we were to repeat the study 100
times, we would expect the interval
we calculate to surround the mean
about 95 times.

TRUE



Myth or Truth

A confidence 1nterval of 95% means
that 1f one were take another
observation at random, there 1s a
95% chance 1t would fall 1in the
interval.



Myth or Truth

A confidence 1nterval of 95% means
that 1f one were take another
observation at random, there 1s a
95% chance 1t would fall 1in the
interval.

FALSE



Myth and Truth

Increasing the sample size will
decrease the width of the
confidence 1nterval



Myth and Truth

Increasing the sample size will
decrease the width of the
confidence 1nterval

TRUE



Confidence Interval Width

What influences the width of the
confidence i1nterval?

e Sample size
e Standard deviation of the study group

e Tevel of confidence selected



Relation Between p-value and
confidence interval

® 00

=
NeEExH s BN

> t.test(posttest.scores,pretest.scores,paired=TRUE);

Paired t-test

data: posttest.scores and pretest.scores
t = 3.8287, df = 11, p-value = 0.002801
alternative hypothesis: true difference in means is not equal to ©

95 percent confidence interViil:
2.273296 8.421148
sample estimates:
mean of the differences
5.347222

Bot L3016 (iESS [R]: run ElDoc)




Relation Between p-value and
confidence interval

Difference 1in Pre and Post-Test Scores

Hy: pp=0 o=0.05
H,: uD#0
p-value less than Confidence 1nterval
level of does not 1nclude the
significance value 1n null
hypothesis
p=0.0028

95% CI: (2.73 to 8.42)




Relation Between p-value and
confidence interval

Difference 1in Pre and Post-Test Scores

Hy: 1pp=0 o=0.05
H,: ubD#0

There was a significant 1mprovement 1n test scores
after the curriculum (p<0.003). The mean
improvement 1n test score was 5.3 points (95%
confidence interval: 2.3 to 8.4).

o\



Statistical vs Clinical Relewvance

Remember..neither p-values nor
confidence 1ntervals give clinical
relevance.



Statistical vs Clinical Relevance

H,: p=0 (True Correlation is zero) Systolic Pressure and Pulse for 2223 Patients
Hu: p#0

200
]

150
]

e

=
DeExds $HaB R

100
|

>
>
>
>
>
> cor.test(app.df$Systolic,app.df$Pulse);

Pearson's product-moment correlation

data: app.df$Systolic and app.df$Pulse 8 —
t = 2.4954, df = 2221, p-value = 0.01265
alternative hypothesis: true correlation is not equal to @ o
95 percent confidence interval:
0.01132735 ©0.09424316
sample estimates:

cor
0.05287639 ! ' ! ! '

50 100 150 200 250

>

=i%*- *R* 99% L24318 (iESS [R]: run ElDoc)

Systolic PressuremmHg

qgnorm: y=, ylim=, main=Normal Q-Q Plot, xlab=Theoretical Qu{--}




Questions?

Confidence Intervals



Quiz Answers

1.
True / False

There 1s a 3% chance that the
Oobserved difference 1n evacuation
time was due to chance alone



Quiz Answers

2.
True / False

The study should reject the null
hypothesis of no difference 1n
evacuation times at o=0.05 but not

at oa=0.01



Quiz Answers

3.
True / False

If the study was repeated 100 times,
we would expect to find the same
results approximately 3% of the
tilme



Quiz Answers

4
True / False

There 1s a 97% chance that the null
hypothesis 1s false



Quiz Answers

5.
True / False

There 1s a 3% chance of finding
results at least this extreme 1f 1in
fact the two evacuation times are
equal



Quiz Answers

6.
True / False

There 1s a 95% chance that the true
mean concentration of carbon
monoxilide polsoning 1S between 3.5%
and 12.9%



Quiz Answers

7.
True / False

If we repeated the study 100 times,
we would expect the interval to be
different each time. About 95 of

100 intervals constructed would
contaln the true mean



Quiz Answers

8.
True / False

The researcher should reject the null
hypothesis that true mean
concentration is 10% using oa=0.05



Quiz Answers

9.
True / False

If we take a survivor at random, we
estimate there 1s a 95% chance that
there concentration of carbon
monoxide 1s between 3.5 and 12.9%



Quiz Answers

10.
True / False

Increasing the sample size will

decrease the width of the
confidence 1nterval



Bonus Question

What was wrong with the experiment of
Carlo and Robert?

Why did they commit the type-1 error?

Was the stated p-value accurate?

What are possible consequences



Math Lesson

How to calculate a confidence
interval



