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Introduction 

•  Twitter data may be 
useful for study of 
disasters 

•  The data is unstructured 
and high volume 

•  Human interpretation of 
the data is time 
consuming 

•  Machine learning methods 
are available  



Hypothesis and Testing 

H0: There is no difference in accuracy of 
classification between: 

    1. k-nearest neighbors (KNN) 

    2. Kernel support vector (KSVM) 

    3. String kernel support vector machine 
    (SKSVM) 

Ha: There is significant difference  
between the three methods 

 
Tested by means of three sample proportion test 

 



Methods 

•  Tweets from first 24 hours 
after Emilia-Romagna 
earthquake (2012) 

•  Trained reviewers classified 
each tweet into one of five 
categories: 

1.  Seeking information 
2.  Giving general information 
3.  Option, sentiment, or 

emotion 

4.  Media or organizational 
information 

5.  Links to other information 

Assemble Documents

Import

Cleaning:
remove whitespace
remove stopwords

stemming
lower case

replace synonyms

Term Document 
Matrix

Enumerative:
frequency counts

associations

Analytical:
clustering

classification



Results 

•  14,190 Tweets 

•  Cross agreement 
between two 
initial 
reviewers=82%. 

•  Cross agreement 
with machine 
learning: 
1. KNN:   62% 
2. KSMV:  78% 
3. SKSVM: 81% 



Conclusions 

•  String kernel support vector 
machine methods are most accurate 
machine learning (p<0.0001) 

•  Nearly as accurate as human raters 
•  Show promise as methods of 
processing large amounts of twitter 
data 

•  Processor time is significant: 14 
hours on 2.8ghz Intel i7/OSX/8gb 
ram. 



Appendix:  
Machine Learning Methods 

Language: R Language for Computing 

Packages: 

1. tm (text mining) 
2. class (function for classification) 
3. kernlab (kernel based machine 

learning) 
4. irr (inter-rater reliability) 

Hardware: 2.8ghz Macintosh, 2-core Intel 
i7, 8gb ram 

All software freely available (GPL) 

Source code for analysis available from 
the author 


